
Cascades of Vision 
Transformer Models

Cascades of CNN Models

Confidence Metrics in Model Cascades

Towards Efficient Models
v Common practice: find a single network architecture 

with high accuracy and low cost

v Designing better architectures is highly challenging
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Committee-based Models
v Committee-based models: Model ensembles or cascades

v Committee: use multiple models
v Well-known techniques but rarely considered when

developing efficient neural network models

v Our work: committee-based models are more efficient and
accurate than SOTA architectures

v A comprehensive analysis; not inventing new techniques
v Keep everything simple to highlight the practical benefit

Model Ensembles vs. Single Models
v When the total computation is fixed, which one is better?
v Ensembles: average predictions of pre-trained models

v Ensembles are better at large computation regime

Latency of
Model Cascades

EfficientNet

B5+B5 Ensemble
Similar accuracy to B7
Only about half of the FLOPs

Ensembles are also often
faster to train

MobileNetV2 (Small computation) ResNet (Large computation)

Different Confidence Metrics Different Confidence Thresholds

MobileNetV2 (Small computation)

B1-B3 (Small computation) B5-B7 (Large computation)

Comparison with 
SOTA NAS Methods

Worst-case Guarantee

Beyond Image Classification

Semantic Segmentation on Cityscapes (DeepLabV3)

Video Classification on Kinetics-600 (X3D)

Wisdom of Committees
v A simple paradigm to boost efficiency without tuning architectures
v Generalize to several architecture families and vision tasks
v Practitioners: use committee-based models!
v Researchers: an overlooked design space for efficient models
v Better confidence functions?
v Better training technique for ensembles / cascades?
v More tasks, e.g., object detection?

Blog Paper

Large Computation

Small Computation

The benefit of cascades
generalizes to ViT models

Cascades outperform single models at all computation regimes

ResNet (Large computation)


